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Significant discrepancies exist between the detrended variability of late-Holocene marine temperatures
inferred from Mg/Ca and Uk37 proxies, with the former showing substantially more centennial-scale
variation than the latter. Discrepancies exceed that attributable to differences in location and persist
across various calibrations, indicating that they are intrinsic to the proxy measurement. We demonstrate
that these discrepancies can be reconciled using a statistical model that accounts for the effects of
bioturbation, sampling and measurement noise, and aliasing of seasonal variability. The smaller number
of individual samples incorporated into Mg/Ca measurements relative to Uk37 measurements leads to
greater aliasing and generally accounts for the differences in the magnitude and distribution of
variability. An inverse application of the statistical model is also developed and applied in order to
estimate the spectrum of marine temperature variability after correcting for proxy distortions.
The correction method is tested on surrogate data and shown to reliably estimate the spectrum of
temperature variance when using high-resolution records. Applying this inverse method to the actual
Mg/Ca and Uk37 data results in estimates of the spectrum of temperature variance that are consistent.
This approach provides a basis by which to accurately estimate the distribution of intrinsic marine
temperature variability from marine proxy records.
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1. Introduction

Although Mg/Ca and Uk37 proxies are used to infer the same
physical attribute of near-surface marine temperature, the
recorded temperature signals reflect disparate life cycles and
biophysical functioning of the proxy producing organisms and
disparate incorporation and preservation of the signal in sedi-
ments. Potential contributions include non-temperature influ-
ences on the incorporation of Mg/Ca into foraminiferal shells
(Arbuszewski et al., 2010), re-suspension and redeposition of
Uk37 markers (Ohkouchi et al., 2002), and other possible post-
depositional effects on Mg/Ca (Regenberg et al., 2006) and Uk37
(Hoefs et al., 1998; Gong and Hollander, 1999). These considera-
tions make it important to infer temperatures from multiple
sources and evaluate their consistency (e.g., De Vernal et al., 2006).

Previous studies noted that the temperature variability inferred
for the last millennium differs according to the proxy type used
(Richey et al., 2011). Proxy dependence has also been noted for the
temporal patterns of deglacial warming (Steinke et al., 2008; Mix,
2006) and mid-to-late-Holocene temperature trends (Leduc et al.,
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2010; Lohmann et al., 2012). Differences between Mg/Ca- and
Uk37-derived temperatures have been suggested to arise from
differences in seasonal recording (Leduc et al., 2010; Schneider
et al., 2010). How orbital variations manifest in proxy records
sensitively depends on how the seasonal cycle is recorded (e.g.,
Huybers and Wunsch, 2003; Laepple et al., 2011), and this effect
might explain diverging multi-millennial signals between proxies,
or at least some fraction of the differences over the Holocene
(Lohmann et al., 2012). Importantly, however, the ten-thousand-
year timescale orbital variations are not expected to explain the
differences in millennial and higher-frequency variability that are
focused on in this study.

Here, we explore the discrepancies between Mg/Ca and Uk37
proxies of sea surface temperature at centennial-to-millennial
timescales, identify a physical-statistical model for their origin,
and present a method to correct for the associated biases when
estimating temperature variance. Although it would be possible to
interpret each individual proxy—or record or even single sample—
as a unique perspective on past temperature, the emphasis here is
to statistically account for distinctions between proxy measure-
ments for the purposes of facilitating synthesis between records
and comparison with instrumental observations and model simu-
lations of temperature. In contrast to typical synthesis efforts that
focus on reconstructing the time-history of temperature, we seek
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to estimate the magnitude of temperature variability as a function
of timescale or, more precisely, the spectral distribution of sea
surface temperature variability at centennial-to-millennial fre-
quencies. Beyond holding intrinsic interest, quantitative estimates
of temperature variability prior to the anthropogenic era and at
frequencies lower than those afforded by instrumental records are
generally needed when seeking to interpret specific changes in
temperature and attribute them to a set of causes (e.g., Barnett
et al., 1999).

2. Data and methods

We focus our analysis on the two most prominent proxies of
near-surface marine temperature, Mg/Ca ratios from planktic
foraminifera (Lea et al., 1999) and the Uk37 ratio of different
long-chain ketones (Brassell et al., 1986). Both proxies are recov-
ered from sediment cores and are affected by bioturbation.
An important distinction, however, is that each Mg/Ca measure-
ment is typically made using a small number of crushed planktic
foraminifera, usually about 30, whereas Uk37 is an organic proxy
that is sampled from millions of molecules.

2.1. Proxy and instrumental data

The proxy dataset assembled for this study aims to be com-
prehensive in the sense of including all sufficiently long and well-
resolved sediment records that cover the mid-to-late-Holocene.

Uk37 records
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Most Mg/Ca and Uk37 records are from the GHOST database
(Leduc et al., 2010), though also included are two recently
published high-resolution Mg/Ca records: MV99-GC41/PC14
(Marchitto et al,, 2010) and MD99-2203 (Cleroux et al., 2012).
Specifically, we include 6 planktonic Mg/Ca records from G.ruber
and G.bulloides and 16 Uk37 records, all of which are dated by
radiocarbon and have an average sampling rate of 100 yr or less
(Fig. 1). Lower resolution records are excluded in the analysis
because it is then difficult to accurately correct for sampling
effects, as is later demonstrated.

All proxy records of a given type are recalibrated in a uniform
manner to facilitate intercomparison. Uk'37 records are calibrated
using 0.033 Uk'37/°C, Uk37 records using 0.035 Uk37/°C, and Mg/Ca
records using 9.35% (Mg/Ca)/°C. These choices are the mean of all
author calibrations of the analyzed datasets but also agree with
the standard calibrations given by Mueller et al. (1998) (0.033
Uk'37/°C) and Dekens et al. (2001) (9% (Mg/Ca)/°C). See Table 1 and
Fig. 1 for more details regarding individual records. Instrumental
observations that we later use to model the proxy recording
process are from the HADSST3 compilation of sea surface tem-
peratures (SST) (Kennedy et al., 2011b, 2011a).

2.2. Spectral estimation

Spectral estimates are used to quantify timescale dependent
variability. Although techniques exist to estimate spectra from
unevenly sampled data (Lomb, 1976), our experimentation with

Mg/Ca records
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Fig. 1. Map of proxy locations and proxy time series of Uk37 (black) and Mg/Ca (blue). All records are linearly detrended. The original data (dots), and the data interpolated
to a common 150 yr resolution (lines) are shown to facilitate visual intercomparison. The common y-axis scale for all records is show in the legend. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 1
Proxy data used in the main study.

Nr. Name Ref. Lat. Lon. Sed. rate Mean At Interp. At Duration Proxy Seasonal range
(yr) (yr)
1 MDO03-2707 Weldeab et al. (2007) 2.5 9.4 55 36 100 6600 Mg/Ca G.ruber (pink) 34
2 MD98-2176 Stott et al. (2004) -50 1334 50 43 100 6818 Mg/Ca G.ruber (white) 3.3
3 MD99-2155 Farmer et al. (2008) 574 -279 166 52 100 6440 Mg/Ca G.bulloides 42
4 MD99-2203 Cleroux et al. (2012) 350 -75.2 53 19 100 6374 Mg/Ca G.ruber (white) 74
5 MD98-2181 Stott et al. (2004) 63 1258 80 43 150 6969 Mg/Ca G.ruber (white) 1.7
6 MV99-GC41/PC14  Marchitto et al. (2010) 252 2473 79 90 150 6091 Mg/Ca G.bulloides 7.5
1 S090-39KG/56KA  Doose-Rolinski et al. (2001) 24.8 659 123 20 100 4880 Uk'37 5.4
2 GeoB6007 Kim et al. (2007) 309 -103 65 31 100 6750 Uk'37 5.2
3 MD97-2151 Zhao et al. (2006) 87 1099 39 49 100 6020 Uk'37 3.9
4 SSDP-102 Kim et al. (2004) 350 1289 216 61 150 6870 Uk'37 12.8
5 IOW 225514 Emeis et al. (2003) 57.8 8.7 66 72 150 5980 Uk'37 1.7
6 CHO07-98-GGC19 Sachs (2007) 369 -74.6 27 68 150 6470 Uk'37 12.2
7 OCE326-GGC30 Sachs (2007) 439 -62.8 30 72 150 6940 Uk'37 13.7
8 KR02-06 Isono et al. (2009) 36.0 141.8 30 51 150 7013 Uk'37 12.6
9 MD952011 Calvo et al. (2002) 67.0 7.6 74 58 200 6450 Uk37 53
10 MDO01-2412 Harada et al. (2006) 445 1450 95 73 200 6920 Uk'37 141
11 D13882 Rodrigues et al. (2009) 38.6 -9.5 55 53 200 6530 Uk'37 5.6
12 IOW 225517 Emeis et al. (2003) 57.7 71 52 94 200 5170 Uk'37 1.7
13 JR51-GC35 Bendle and Rosell-Mele (2007) 67.0 -18.0 48 98 200 6880 Uk37 4.6
14  GeoB 3313-1 Lamy et al. (2002) -41.0 -745 107 90 200 6930 Uk'37 43
15  GeoB 5901-2 Kim et al. (2007) 36.4 =71 13 80 200 5840 Uk'37 5.6
16 SO139-74KL Lueckge et al. (2009) -6.5 103.8 106 78 200 5870 Uk'37 1.7

Listed are the core number, core name, reference, latitude in °N, longitude in °E, sedimentation rates in cm/kyr, the mean sampling interval in yr, the interpolated resolution
in yr, the duration of the record in yr, and the seasonal range of the modern SST in °C. Values regarding the proxy records are computed over the last 7 kyr BP, where BP is

with respect to 1950 AD.

synthetic signals indicates that more accurate results are obtained
by first interpolating to a uniform sampling rate and then employ-
ing state-of-the-art spectral estimation techniques. Linear inter-
polation of an unevenly sampled record tends both to reduce the
energy at the highest frequencies of a spectral estimate and to
alias variability into lower frequencies (Rhines and Huybers, 2011).

To minimize the influence of high-frequency damping, we
determine the finest interpolation resolution for which the fre-
quency spectrum is largely unbiased. For an evenly sampled
record, the optimal interpolation resolution would equal the
sampling resolution, but for unequal time steps the optimal
interpolation resolution is no longer obvious, and we employ a
numerical method to determine an appropriate value. This process
involves generating random numbers that follow a power-law
process with p=1; subsampling these synthetic time series
according to the sampling sequence of a given proxy record, and
then interpolating to a resolution equal to the finest sampling time
step of the original record. The spectral estimate of the resampled
stochastic process is divided by the theoretical spectra, and the
highest reliable frequency is determined when this ratio crosses a
value of 0.7. The selected interpolation resolution is then set
to resolve the identified frequency, with the selected value rounded
to the nearest 50 yr and referred to as the optimal interpolation
resolution. The optimal interpolation resolution depends on the
evenness of the sampling. For example, core D13882 has a 53 yr
mean sampling resolution but contains some 140 yr gaps, and the
optimal interpolation resolution is 200 yr, whereas other cores with a
similar mean sampling rate have a 100 yr optimal resolution.

To minimize issues associated with aliasing, data are first
linearly interpolated to 10 times the optimal resolution, lowpass
filtered using a finite response filter with a cut-off frequency of
1.2 divided by the target time step, and then resampled at the
optimal resolution.

Spectra are estimated using Thomson's multitaper method
(Percival and Walden, 1993) with three windows. Time series are
detrended prior to analysis, as is standard for spectral estimation.
The multitaper approach introduces a small bias at the lowest
frequencies and we omit the two lowest frequencies in all figures.

For visual display purposes, power spectral estimates are also
smoothed using a Gaussian kernel with constant width in loga-
rithmic frequency space (Kirchner, 2005), when using logarithmic
axes. When the smoothing kernel extends outside the frequency
range resolved by a record, it is truncated at both the low- and
high-frequency ends of the kernel to maintain its symmetry and to
avoid biasing estimates.

Our focus will be on the average power spectral estimate for
each proxy type because this gives an improved signal-to-noise
ratio and facilitates intercomparison between proxy types. This
average power spectrum for each proxy type necessarily contains
samples from regions with differing variability and that cover
different frequency intervals. To avoid discontinuities across fre-
quencies where the number of available estimates changes, proxy
spectra are scaled to an average value in the largest common
frequency interval. Note that it is the spectral estimates that are
averaged together, giving an estimate of the spectral energy, and
that this is distinct from averaging together records in the time-
domain, which would give an estimate of mean temperature.

Records are not intercompared in the time domain because
timing errors generally destroy covariance and coherence. Spectral
estimates, however, are largely insensitive to timing errors when the
underlying process follows a power-law (Rhines and Huybers, 2011),
which appears a good approximation for the proxy records consid-
ered here. Thus, intercomparison of spectral estimates derived from
proxy records with uncertain timing is feasible. Power laws are
estimated by a least-squares fit to logarithmic frequency and
logarithmic power-density estimates (Huybers and Curry, 2006). To
more uniformly weight the estimate, spectra are binned into equally
spaced log-frequency intervals and averaged before fitting. Power-
laws are only estimated in a frequency range common to all proxy
records, 1/2000 yr to 1/400 yr.

3. Discrepancies between Mg/Ca and Uk37

On an average, the Mg/Ca reconstructions of temperature have
2.2 times greater variance than Uk37 reconstructions, when making
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Fig. 2. Spatial and spectral comparison of Mg/Ca and Uk37 derived SST variability. (a) Variance of the proxy time series against latitude for Uk37 and Mg/Ca. All time series
were interpolated to 150 yr prior to the variance calculation to minimize influences of the sampling interval on the variance estimate. (b) Spectral estimates of Uk37 and
Mg/Ca SST records. The mean of the spectral estimates of the globally distributed single records is shown. 95% confidence intervals are indicated by shading.

comparisons at 150 yr resolution. This discrepancy in variance is
visually apparent (Fig. 1). There are several possibilities for the
differences in variance. One is that the actual temperature varia-
bility at the Mg/Ca sites is greater than that at the Uk37 sites.
Instrumental records from HadSST3 show the opposite, however,
that Uk37 sites have between 1.2 and 1.5 times more variance than
the Mg/Ca sites, depending on the season that is considered.
Furthermore, a latitudinal comparison shows that Mg/Ca is more
variable than Uk37 within given regions (Fig. 2), and similar
results hold when sectors are defined according to longitude and
latitude.

Another possibility has to do with differences or uncertainties
in the calibration of proxies to temperature. Choosing the most
sensitive calibration for Mg/Ca (0.107 (Mg/Ca)/°C, Mashiotta et al.,
1999) and the least sensitive calibration for Uk37 (0.023 Uk'37/°C,
Sonzogni et al., 1997) gives an average variance that is similar for
the two proxy types, but applying such calibrations globally is
almost certainly inappropriate. The low sensitivity Uk37 calibra-
tion was developed for a region near the upper temperature limit
of this proxy (24-29 °C), and Sonzogni et al. (1997) actually suggest
a global temperature calibration for Uk37 (0.031 Uk'37/°C) similar
to the mean calibration used in this study. Moreover, rescaling the
variability employing any single calibration would not resolve
discrepancies in the relative distribution of fast and slow varia-
bility, which is discussed in more detail later.

A final consideration is whether the proxies record different
seasons and, therefore, show systematically different amounts of
variability. Such a mechanism would work for monthly to inter-
annual timescales where, for example, extratropical winter sea
surface temperatures are generally more variable than summer or
annual mean temperatures because of greater storm activity
(Wallace et al., 1990). Analysis of a state-of-the-art coupled climate
model, MPI-ESM (Jungclaus et al., 2010), shows this seasonal
distinction in variability at short timescales, but that the distinc-
tion in variability is no longer identifiable at the positions of the
Mg/Ca and Uk37 records at frequencies below 1/100 yr. These
model results indicate that seasonal differences in when temperatures
are recorded to be an inadequate explanation of the discrepancy.

A more detailed picture of the discrepancy in variability
between the two proxies can be obtained through spectral
analysis. The spectra of each proxy record in the compilation are
estimated using a multitaper procedure. Though consistent results
are found evaluating single records, these comparisons are noisy,
and we instead focus on the average spectra across each proxy
type (Fig. 2). Both the Mg/Ca and Uk37 spectral averages show
increased energy toward lower frequencies, but the magnitude
and detailed shape of these estimates are incommensurate in that

Mg/Ca records have proportionately more high- than low-frequency
variability than Uk37. The energy found at millennial (1-3 kyr)
relative to centennial variability (200-500 yr) is 3.6 for Uk37 and
2.0 for Mg/Ca, a relative difference that is unaffected by calibration
choice.

More generally, the spectra can be described using a power-law
scaling, f”, where fis the frequency in cycle per year and g is the
power-law exponent. Spectral energy increases less steeply with
decreasing frequency in Mg/Ca, which has f, /¢, =0.58, than in
Uk37, which has /))Uk37 =0.98.

The discrepancies between Uk37 and Mg/Ca variance and
distributions of spectral energy generally exceed a factor of two,
and it appears necessary to resolve these discrepancies prior to
being able to infer temperature variability to within this factor.
An accurate estimate of the temperature spectrum is important
because it would directly indicate the range of natural tempera-
ture variation expected over a given timescale, indicate the physics
that controls temperature variations, and serve as the basis for a
test of whether climate models adequately represent climate
variability (Hasselmann, 1976; Barnett et al, 1996; Pelletier,
1998; Huybers and Curry, 2006).

4. Proxy correction technique

We posit that the difference in variability between proxy types
arises from processes that can be grouped into three categories:
(1) errors in temperature estimates arising from measurement
noise, vital effects, and changes in depth habitats (Schiffelbein and
Hills, 1984), (2) irregular and/or infrequent sampling times that
cause aliasing of seasonal and other high-frequency variability
(Kirchner, 2005; Laepple et al., 2011), and (3) bioturbation that
mixes samples across time horizons (Berger and Heath, 1968).
A number of other sources of uncertainty are also present but we
assume and later confirm that they do not have first-order
implications for the recorded variability. Building on existing
models for these noise sources, we attempt to quantify their
aggregate influence upon the spectra of each proxy using a single
statistical model. We will also show that such a representation can
be inverted to better estimate the frequency spectrum of tem-
perature from proxy records.

4.1. Basics of the approach

Any given temperature record that we consider, y, has
a spectral estimate, Sy, that is corrupted by noise. Here we seek
a best estimate of the true power spectrum, S;, using a correction
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that relies upon the biophysical characteristics of the proxy
sampling process. For this correction we apply the spectral filter-
ing approach of Kirchner (2005) wherein a statistical model is
constructed of the sampling process—including bioturbation,
measurement, and other intra-sample noise—and a filter is
designed from the output of the model for the purposes of
optimally estimating the true power spectrum.

Given a perfect model of the true spectrum, Syn, and the
sampled spectrum, Syn,, an optimal estimate of the true tempera-
ture spectrum, S;, can be obtained
Si=5 gx—m (1)

ym
where the fractional term involving the model spectra is equiva-
lent to a filter. We use a piecewise model of the true temperature
spectrum that calls on observed instrumental temperature at high
frequencies and a power-law at low frequencies, as has been found
adequate for describing the spectral scaling of many other proxy
records (Huybers and Curry, 2006)

s o, f<fe
N Sen fe>f [

The frequency range extends from the lowest frequency sampled
by the observed record to once per two years. Higher frequency
variability is separately treated in the sampling process. Si; is the
spectral estimate from the observed SST and c is chosen to ensure
that both pieces of the spectra meet at the cutoff frequency, f..
The cutoff frequency is set at 1/50yr, the lowest frequency
constrained by the instrumental record. The power-law, g, is an
adjustable parameter constrained to take on values between zero
and two. A value of g equal to zero corresponds to white noise,
whereas values in excess of one, but not greater than two, have
previously been found in proxy records that span glacial-inter-
glacial variability (Huybers and Curry, 2006).

()

4.2. Bioturbation and sampling

Bioturbation is represented assuming a well-mixed sediment
layer whose thickness is taken as an adjustable parameter (Berger
and Heath, 1968). This gives an impulse response function, g, that
fully describes the mixing response over the thickness of the
bioturbation layer, § (Guinasso and Schink, 1975). A §=10cm
bioturbational layer is typical of marine sediments (Boudreau,
1998; Guinasso and Schink, 1975) and is our default parameter, but
we also examine the robustness of our results using 2 and 20 cm
layers. Because sediment cores have different mean accumulation
rates, a, the timescale associated with bioturbational smoothing
varies. No bioturbation is imposed for cores MV99-GC41/PC14
(Marchitto et al., 2010) and S090-39KG/56KA (Doose-Rolinski
et al,, 2001) because they are laminated.

Uk37 samples comprise very large numbers of organic mole-
cules, and we approximate such samples as continuous. The
sampling can be described as a convolution of the temperature
time series with the bioturbation impulse response function in the
time domain, but for the purposes of describing the influence at a
particular time horizon we cast the response as a sum across
annual time steps

Y(t) = Xx(Ei)g() + n(ty). 3
j

Although the sum is nominally over the entire depth of the core, in
practice, we sum from 35/a above to 15/a below the time horizon
of interest. This time interval of four times the bioturbational layer
divided by the accumulation rate contains 99% of the weight in the
impulse response, g. The noise component, #(t;), represents the
measurement error as well as other intra-test variations, such as

those caused by variations in depth habitat, and is assumed inde-
pendent between samples and normally distributed.

Mg/Ca samples comprise a discrete sample of foraminifera
tests, usually ranging between values of 20 and 60 for planktic
samples. The sampling process is divided into interannual and
subannual components for the purposes of computational effi-
ciency. The interannual component is selected as the annual
average temperature, x(t + ¢), where ¢ represents timing offsets
introduced by bioturbation and is randomly selected according to
the probability distribution defined by g. An additional noise term
is then added to represent subannual variability, giving x(t + ¢)+
w(m). The value of yw(m) is selected as the monthly temperature
anomaly from the climatological seasonal cycle, where the month
is randomly chosen according to the modern lifecycle of the
specific foraminiferal species at that core site simulated by a
dynamic population model, PLAFOM (Fraile et al., 2008)

1N
y(t) = N _Zl [X(t; + €)) + w(mp] + n(t;). 4)
] =

Thus, as opposed to the case of Uk37 samples, the sum is across
each of the N foraminifera comprising a sample.

4.3. Detailed example

The foregoing technique is described in detail with respect to a
single Mg/Ca record in order to provide greater insight into the
implications of the sampling and bioturbation model. We focus on
a Mg/Ca record from G.ruber tests in core MD03-2707 (Weldeab
et al.,, 2007) as being broadly representative of our approach and
discuss how this analysis compares with that of Uk37 records.
MDO03-2707 was taken from the Gulf of Guinea, is associated with
a mean sedimentation rate of 55 cm/kyr, and is sampled at a mean
resolution of 37 yr. The PLAFOM model (Fraile et al., 2008)
indicates a seasonality in G.ruber population in the Gulf of Guinea
that peaks between June and October. SSTs exhibit an annual
cycle of 3.4 °C amplitude at this location (Rayner et al., 2006) and
are coolest between June and October. Therefore, the uneven
sampling of these SSTs leads to a bias toward cooler temperatures
(Fig. 3a and b).

Importantly, the sampling of the seasonal cycle in SST by
foraminiferal tests contains a significant stochastic component,
depending on the individual lifecycle of the approximately 30
samples that are crushed and collected together for each Mg/Ca
measurement. This random component of how the seasonal cycle
is sampled gives, in this case, a standard deviation between
samples of 0.24 °C (Fig. 3¢ and d). Although the number of Mg/
Ca tests averaged together would be sufficient to resolve the
seasonal variability, the nonuniform distribution leads to a sto-
chastic aliasing of the seasonal variability.

The magnitude of aliased noise is different for every core,
depending on the seasonality of SST and foraminifera populations
as well as the number of tests averaged together for each Mg/Ca
sample, thus necessitating that we model this process indepen-
dently for each record. A positive correlation (R=0.49, p >0.1)
between the variance of the Mg/Ca records and the modern
seasonal range of SST at the position of the cores (Table 1)
indicates the importance of this process. Note that there is one
outlier among the Mg/Ca samples from core MD99-2203 (Cleroux
et al., 2012) whose omission would raise the cross-correlation to
R=0.85. In contrast, the Uk37 variance is not expected to show
such seasonal aliasing and is uncorrelated to the seasonal range.
An interesting feature of this effect is that insomuch as Mg/Ca
samples are evenly distributed over the year—a feature usually
considered to be advantageous—greater aliasing generally occurs
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Fig. 3. Example of aliasing of the seasonal cycle for the Mg/Ca record from core MD03-2707 (Weldeab et al., 2007). (a) The climatological seasonal cycle of sea surface
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that leads to variations in recorded temperature that are indicated by the correspondingly colored horizontal lines in (c). (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)

because the finite number of samples are distributed over a larger
range of seasonal variability.

Bioturbation is the other process in our model that significantly
influences recorded variability. For Mg/Ca the influence of biotur-
bation is a random process that depends on what portions of the
seasonal cycle happen to be sampled. To illustrate the effects of
bioturbation, we generate synthetic proxy records consistent with
the characteristics of the Gulf of Guinea site MD03-2707 following
the piecewise spectral representation given in Eq. (2). To generate
a record whose variability is consistent with that observed in
instrumental SSTs nearest the core site, the Fourier transform of
white noise is multiplied by the instrumental SST spectra and then
transformed back into a time series. Lower frequency variability
that is not covered by the instrumental records is initially para-
meterized to follow a power-law of g =1 (Fig. 4). The correct value
of  is uncertain and a search is made over a range of plausible
values.

Bioturbation is assumed to extend down =10 cm into the
sediment, which equates to 182 yr in this core, given the average
accumulation rate. In the case of Uk37, where the number of
samples is essentially infinite, bioturbation leads to a smoothed
and time lagged version of the SST record. But in the case of Mg/Ca
the discrete sampling discussed in the foregoing paragraph adds
variability that the bioturbation only partially reduces. For core
MDO03-2707 we find that aliasing contributes more variance than
bioturbation suppresses, such that the resulting Mg/Ca record is
expected to have more variability than the actual SST record. This
increase in temperature variance inferred from Mg/Ca records is
found to generally hold across the records in our collection.

Finally, measurement noise and other sources of intra-test
variability are represented by addition of white noise, 5. The noise
standard deviation must be estimated from the proxy record,
along with the value g, and in the case of MD03-2707 has a
standard deviation of 0.5 °C. The results of aliasing, bioturbation,
and measurement noise are illustrated in Fig. 5 where a synthetic
time series is sampled in accord with that of Uk37 and Mg/Ca
samples. The resulting smoothing and aliasing are clearly evident.
Note that increasing the number of individual foraminifera in a
Mg/Ca sample, N, leads to a more stable value of (1/N)Xy(m;) and
results that are more consistent with that of Uk37. For N =«, the
Mg/Ca and Uk37 results are identical in our models, excepting a
possible mean offset associated with disproportionate sampling of
the climatological seasonal cycle.

5. Application of the correction filter

Determining the most suitable correction filter (Eq. (1)) for
each record requires estimating the two adjustable parameters
that define the background variability: the spectral slope s and the
standard deviation associated with ;. We perform an exhaustive
search over the values of p=1{0,0.1,...,1.9,2.0} and STD(y) =
{0,0.05, ...,1.95, 2}, searching for the pair of values that minimize
the mean square deviation between the logarithm of the observed
spectra and the logarithm of the model spectra.

Sea surface temperature time series are generated in accord
with each combination of the adjustable parameters, after which
the bioturbation and sampling models are applied to produce a
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aliasing of the seasonal cycle.

synthetic proxy record. This process is repeated 1000 times to
approximate the distribution of possible results, with the spectra
of the uncorrupted and corrupted version of the synthetic time
series being recorded in each instance. Prior to performing the
spectral analysis, records are interpolated to a uniform spacing

in direct correspondence with the actual proxy record being
represented. The average spectral estimate associated with the
uncorrupted time series, S, is then divided by the average
spectral estimates of the corrupted time series, S;,,, to yield a
filter. Following Eq. (1), multiplication of each filter times the
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corresponding spectral estimate associated with a given proxy
record yields our best estimate of the spectrum of SST variability at
that site.

5.1. Test of the filtering approach on synthetic data and estimation
of confidence intervals

Before applying the proxy correction technique described
above to the data, we first test its performance on surrogate time
series. Surrogate time series are generated in accord with Eq. (2).
High frequency variability is realized to be consistent with that
observed in instrumental SSTs nearest each site, whereas lower
frequencies follow a power-law of g = 1. For both Uk37 and Mg/Ca,
the sample spacing from each core is applied, a 10 cm bioturbation
depth is assumed, and a 0.25 and 0.45 standard deviation of 5 is
prescribed for Uk37 and Mg/Ca respectively. Additional para-
meters are also prescribed for each Mg/Ca record comprising the
population seasonality from PLAFOM, instrumental SST seasonal-
ity, and the reported number of foraminifera tests in each sample
(see Fig. 6). To test the effect of the sampling resolution on our
method we also include two lower resolution cores in this analysis
(MDO01-2378 (Xu et al., 2008) and MD95-2043 (Cacho et al., 2001))
which are not used in the remaining part of the study.

The correction algorithm yields more accurate results given
more highly resolved records. In particular, g is only well con-
strained when the sampling interval averages less than 100 yr,
especially for Mg/Ca records where aliasing of the seasonally cycle
is of particular concern. Synthetic records with a larger average
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sampling interval also show biases in their associated estimates,
and we therefore restrict the data used in this study to records
with a mean sampling resolution of less than 100 yr. We also find
that power-law estimates begin to show bias for processes having
a true power-law less than 0.1 for Uk37 and less than 0.7 for Mg/Ca
records (Fig. 7). As we will show later, application of the spectral
correction algorithm to the Holocene proxy records gives values of
S near one. Therefore, the synthetic experiments indicate that the
application of the spectral correction algorithm will yield accurate
results when applied to the data in our collection.

We also use this surrogate approach to estimate the uncertain-
ties associated with spectral estimation and the filtering process.
Specifically, we simulate surrogate time series using the estimated
S scaling relationship, then corrupt the records according to the
properties associated with each actual record, apply the correction
algorithm, and estimate the resulting average spectra. This algo-
rithm is repeated one-thousand times, and a chi-square distribu-
tion is fit to the ensemble of results at each frequency using
moment matching. The reported uncertainty estimates thus
include the effects of the proxy correction technique along with
the usual uncertainties associated with making a spectral estimate
of a noisy and finite process.

5.2. Application to the actual data
Application of the correction filter to the individual Uk37

records leads to a 35% overall reduction in variance or, equiva-
lently, spectral energy (Fig. 8a). The initial power-law associated
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Fig. 6. Demonstration of the correction process for synthetic Mg/Ca and Uk37 records. Top row: for Mg/Ca records having sampling resolutions of 36 yr (a, MD03-2707
Weldeab et al., 2007) and 125 yr (b, MD01-2378 Xu et al., 2008). Spectra estimated from random time series having g =1 (orange), corrupted using a 10 cm bioturbation
width and a noise contribution, » of 0.45 °C (red). Corruption of the spectral estimate is greatest at high frequencies because unresolved variability is preferentially aliased to
these frequencies and because the relatively smaller amount of background variability is more easily disrupted in a fractional sense. After filtering, the original spectrum is
recovered in expectation (brown), though the 95% confidence interval is increased (shading) owing to uncertainties associated with the correction process. Note that
confidence intervals are centered on their respective estimates and are darker where they overlap. Lower row: For Uk37 records having sampling resolutions of 72 yr (¢, IOW
225514 Emeis et al., 2003) and 130 yr (d, MD95-2043 Cacho et al., 2001). Time series are simulated using an error term,  of 0.25 °C. The corrupted spectra shows less
variability at high frequencies because the influence of bioturbation is greater than that of measurement noise and because there is no aliasing. The low-resolution result
remains less reliable than the high-resolution one, though the discrepancy is less marked than for the Mg/Ca records. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)
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this article.)

with the average spectra of 0.98 only changes to 0.96 after
correction, indicating that the overall shape of the spectra is only
slightly altered. Application of the correction filter to the Mg/Ca
records results in a 60% reduction in variance (Fig. 8b). This large
decrease in energy in the corrected estimates can be traced to the
relatively small number of individual foraminifera combined
together for each Mg/Ca estimate and the resulting aliasing and
intra-sample variability. Furthermore, the strongest relative reduc-
tion of variance occurs at the highest frequencies, causing g to
change from 0.58 to 1.05 for the average Mg/Ca spectral estimate.

Upon applying our correction algorithm, the Uk37 and Mg/Ca
power-law scaling coefficients become consistent with one
another to within uncertainty, with values of fy3; =0.96 + 0.07
and fyg/ca =1.05+0.07) (Fig. 8c). The variance of Mg/Ca is
decreased by the correction algorithm so that, on an average,
these records are only 20% more variable than the Uk37 records, a
discrepancy that is well within the uncertainty in the calibrations
for Mg/Ca and Uk37. Note that calibration uncertainty does not
influence the power-law estimates, making the Uk37 and Mg/Ca
power-law consistency the more stringent indicator of the correc-
tion algorithm's adequacy.

Independent information from the reported measurement and
replicate measurements of Mg/Ca can also be used to evaluate the
correction method. The correction filter has two parameters: g
which describes the scaling behavior of the underlying tempera-
ture signal and » which describes the standard deviation of the
random variations introduced by measurement error and all other
processes except those associated with sampling and bioturbation.
Values of  and 5 are determined from a two-dimensional parameter

search for minimum misfit between the modeled and observed
spectral estimate, and the contours representing this misfit (Fig. 9a
and b) indicate that the standard deviation of # is constrained near
0.25 °C and 0.5 °C for Uk37 and Mg/Ca, respectively. The mean
reported replicate error for Uk37 measurements is 0.23 °C, corre-
sponding in magnitude to the estimates made here. A close
relationship also exists between the inferred and reported errors
for Mg/Ca records across the four records for which replicate
results are available (Fig. 9¢). The fact that the correction algorithm
gives results that independently agree with the reported replicate
error statistics further indicates that it yields accurate results.

6. Summary and conclusion

The differing temperature variability indicated by Uk37 and
Mg/Ca records can be reconciled through correcting for the effects
of aliasing, bioturbation, and other noise sources. The correction
brings the overall variance or, equivalently, the average spectral
energy between the Uk37 and Mg/Ca record into greater agree-
ment, reducing the 100% greater Mg/Ca variance to having only
20% more variance. The residual difference can be accounted for by
uncertainties in the temperature calibrations applied to either or
both of the proxy types. The correction also brings the power-law
scaling associated with each proxy into consistency within rela-
tively small uncertainties.

Mg/Ca temperature estimates are strongly affected by aliasing of
seasonal and interannual temperature variability due to the limited
number of foraminiferal tests used in a given measurement, with
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additional variability contributed by measurement error, intra-
sample variations (e.g., Sadekov et al., 2008), and issues associated
with the cleaning processes (Barker, 2003). In contrast, Uk37
temperature estimates comprise a large number of molecules and
do not admit seasonal and interannual aliasing. Accordingly, the
estimated noise term for Uk37 measurements is about half that of
the Mg/Ca proxy. Bioturbation is of secondary importance in this
collection of records because they all are associated with high-
accumulation rates.

Holocene sea surface temperature variability is found to follow
a power-law scaling close to one at timescales between century
and millennia. Earlier marine proxy studies found larger-
magnitude scaling coefficients (Pelletier, 1998; Shackleton and
Imbrie, 1990; Huybers and Curry, 2006), though this is not
surprising because they examined variability over glacial-inter-
glacial time scales. Glacial climates and the transition from glacial
to interglacial climates show different frequency scaling behaviors
than the Holocene interval (Ditlevsen et al., 1996). We also note that
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previous studies made no corrections to their spectral estimates, and
that such correction could increase the discrepancy insomuch as
aliasing contributes energy at high frequencies, but might also
increase consistency because bioturbation is expected to have a
larger influence on records associated with lower accumulation
rates. Regardless, the effect of those corrections on the spectral
scaling of glacial-interglacial temperature evolution would likely
be smaller than found in our analysis of Holocene record because
of much larger amplitude temperature variability and, presumably,
a higher signal-to-noise ratio. It will be of interest in future studies
to examine how climate spectra vary as a function of background
climate, and such an analysis is now more feasible because the
present method should, at least in principle, also permit for
correcting for artifacts associated with changes in signal-to-noise
ratios.

Although seasonal differences in the abundance of proxy
indicators are usually regarded as a disadvantage in climate
reconstructions because it biases the estimate away from the
annual mean (Wunsch, 2009; Laepple et al., 2011), it can be an
advantage when one aims to reconstruct the amplitude of climate
variability. A site with an equal foraminiferal flux over the year,
especially at a site with strong seasonality in temperature, is more
prone to aliasing of the seasonal cycle into the recorded signal as
the small amount of samples are distributed over the whole range
on the seasonal cycle. A further concern does arise, however, that
the seasonal distribution of the foraminifera flux is most likely a
function of the background climate itself and such nonstationa-
rities have not been accounted for in the present analysis.

There are a number of other processes that might also corrupt
proxy records. Uk37 markers might be affected by advection and
redistribution (Ohkouchi et al., 2002) or preferential degradation
of either one of the long chain alkenones (Hoefs et al., 1998; Gong
and Hollander, 1999) or the Mg/Ca rich calcite in foraminifera
(Regenberg et al., 2006). At least for degradation influences,
we expect that these will mainly act on the trends and not strongly
distort the continuum spectra of variability. As noted earlier, all
records analyzed here have been detrended prior to making
spectral estimates. Given that there is no expectation for the
above mentioned sources of error to affect Mg/Ca and Uk37
records equally, the result that both Uk37 and Mg/Ca records
show a similar spectrum of variability after correction suggests
that the major sources of corruption in the temperature signal
have been accounted for. Agreement between the estimated and
observed replicate noise values further indicates that no major
contributions to error have been overlooked.

These results also highlight the utility of smoothing Mg/Ca records,
as is often all ready done in practice (e.g., Marchitto et al, 2010).
The reconstructed temperature spectra show strong autocorrela-
tion whereas the noise component is close to being uncorrelated.
Therefore, smoothing is expected to more completely suppress
noise variance relative to that of the temperature signal and,
thereby, to increase the signal-to-noise ratio. It should be possible
to design a filter that would optimally increase signal-to-noise
ratios in a given Mg/Ca time series or other proxy records. We
conclude that the correction algorithm presented here provides a
basis by which to more accurately estimate marine temperature
variance and its spectral distribution and should provide further
insight into how to optimally control for noise sources.
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